### **FLOOD MONITORING SYSTEM**

###### 622621121018: HARIGOPINATH.V

**INTRODUCTION :**

##### A flood monitoring system is used to monitor a rise in water levels. The system comprises sensors that are deployed in cities or any area of interest. The sensors can be connected to either the main electricity or can be solar-powered. These sensors are deployed on bridges, wells, lakes, or beaches to measure water levels in real-time and continuously send data remotely to the centralized data system management via different networks such as GSM, mobile cell networks, or Wi-Fi.roduction:

##### 

**DATA SET:**

In [39]:

*#Import some basic libraries*

import numpy as np

import pandas as pd

# Data Insight

In [40]:

*#Read the data present in dataset*

data = pd.read\_csv('../input/kerela-flood/kerala.csv')

*#Using data.head() we can see the top 5 rows of the dataset*

data.head()

Out[40]:

|  | SUBDIVISION | YEAR | JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC | ANNUAL RAINFALL | FLOODS |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | KERALA | 1901 | 28.7 | 44.7 | 51.6 | 160.0 | 174.7 | 824.6 | 743.0 | 357.5 | 197.7 | 266.9 | 350.8 | 48.4 | 3248.6 | YES |
| 1 | KERALA | 1902 | 6.7 | 2.6 | 57.3 | 83.9 | 134.5 | 390.9 | 1205.0 | 315.8 | 491.6 | 358.4 | 158.3 | 121.5 | 3326.6 | YES |
| 2 | KERALA | 1903 | 3.2 | 18.6 | 3.1 | 83.6 | 249.7 | 558.6 | 1022.5 | 420.2 | 341.8 | 354.1 | 157.0 | 59.0 | 3271.2 | YES |
| 3 | KERALA | 1904 | 23.7 | 3.0 | 32.2 | 71.5 | 235.7 | 1098.2 | 725.5 | 351.8 | 222.7 | 328.1 | 33.9 | 3.3 | 3129.7 | YES |
| 4 | KERALA | 1905 | 1.2 | 22.3 | 9.4 | 105.9 | 263.3 | 850.2 | 520.5 | 293.6 | 217.2 | 383.5 | 74.4 | 0.2 | 2741.6 | NO |

In [41]:

*#Now we will cheak if any colomns is left empty*

data.apply(lambda x:sum(x.isnull()), axis=0)

Out[41]:

SUBDIVISION 0

YEAR 0

JAN 0

FEB 0

MAR 0

APR 0

MAY 0

JUN 0

JUL 0

AUG 0

SEP 0

OCT 0

NOV 0

DEC 0

ANNUAL RAINFALL 0

FLOODS 0

dtype: int64

In [42]:

*#We want the data in numbers, therefore we will replace the yes/no in floods coloumn by 1/0*

data['FLOODS'].replace(['YES','NO'],[1,0],inplace=True)

In [43]:

*#Let's see how are data looks like now*

data.head()

Out[43]:

|  | SUBDIVISION | YEAR | JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC | ANNUAL RAINFALL | FLOODS |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | KERALA | 1901 | 28.7 | 44.7 | 51.6 | 160.0 | 174.7 | 824.6 | 743.0 | 357.5 | 197.7 | 266.9 | 350.8 | 48.4 | 3248.6 | 1 |
| 1 | KERALA | 1902 | 6.7 | 2.6 | 57.3 | 83.9 | 134.5 | 390.9 | 1205.0 | 315.8 | 491.6 | 358.4 | 158.3 | 121.5 | 3326.6 | 1 |
| 2 | KERALA | 1903 | 3.2 | 18.6 | 3.1 | 83.6 | 249.7 | 558.6 | 1022.5 | 420.2 | 341.8 | 354.1 | 157.0 | 59.0 | 3271.2 | 1 |
| 3 | KERALA | 1904 | 23.7 | 3.0 | 32.2 | 71.5 | 235.7 | 1098.2 | 725.5 | 351.8 | 222.7 | 328.1 | 33.9 | 3.3 | 3129.7 | 1 |
| 4 | KERALA | 1905 | 1.2 | 22.3 | 9.4 | 105.9 | 263.3 | 850.2 | 520.5 | 293.6 | 217.2 | 383.5 | 74.4 | 0.2 | 2741.6 | 0 |

In [44]:

*#Now let's seperate the data which we are gonna use for prediction*

x = data.iloc[:,1:14]

x.head()

Out[44]:

|  | YEAR | JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1901 | 28.7 | 44.7 | 51.6 | 160.0 | 174.7 | 824.6 | 743.0 | 357.5 | 197.7 | 266.9 | 350.8 | 48.4 |
| 1 | 1902 | 6.7 | 2.6 | 57.3 | 83.9 | 134.5 | 390.9 | 1205.0 | 315.8 | 491.6 | 358.4 | 158.3 | 121.5 |
| 2 | 1903 | 3.2 | 18.6 | 3.1 | 83.6 | 249.7 | 558.6 | 1022.5 | 420.2 | 341.8 | 354.1 | 157.0 | 59.0 |
| 3 | 1904 | 23.7 | 3.0 | 32.2 | 71.5 | 235.7 | 1098.2 | 725.5 | 351.8 | 222.7 | 328.1 | 33.9 | 3.3 |
| 4 | 1905 | 1.2 | 22.3 | 9.4 | 105.9 | 263.3 | 850.2 | 520.5 | 293.6 | 217.2 | 383.5 | 74.4 | 0.2 |

In [45]:

*#Now seperate the flood label from the dataset*

y = data.iloc[:, -1]

y.head()

Out[45]:

0 1

1 1

2 1

3 1

4 0

Name: FLOODS, dtype: int64

In [46]:

*#Let's see hoe the rainfall index vary during rainy season*

import matplotlib.pyplot as plt

%matplotlib inline

c = data[['JUN','JUL','AUG','SEP']]

c.hist()

plt.show()

![](data:image/png;base64,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)

In [47]:

*#Data might be widely distributed so let's scale it between 0 and 1*

from sklearn import preprocessing

minmax = preprocessing.MinMaxScaler(feature\_range=(0,1))

minmax.fit(x).transform(x)

Out[47]:

array([[0. , 0.34371257, 0.56582278, ..., 0.39727673, 0.95570189,

0.2388724 ],

[0.00854701, 0.08023952, 0.03291139, ..., 0.5804966 , 0.37952709,

0.60039565],

[0.01709402, 0.03832335, 0.23544304, ..., 0.57188626, 0.37563604,

0.29129575],

...,

[0.98290598, 0.02874251, 0.04810127, ..., 0.31517821, 0.28105358,

0.11622156],

[0.99145299, 0.02275449, 0.08607595, ..., 0.24809772, 0.18258007,

0.18793274],

[1. , 0.34850299, 0.65949367, ..., 0.57589107, 0.28105358,

0.3214639 ]])

In [48]:

*#Let's divide the dataset into 2 sets:train and test in ratio (4:1)*

from sklearn import model\_selection,neighbors

from sklearn.model\_selection import train\_test\_split

x\_train,x\_test,y\_train,y\_test=train\_test\_split(x,y,test\_size=0.2)

In [49]:

*#Let's see how our train set looks like*

x\_train.head()

Out[49]:

|  | YEAR | JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 37 | 1938 | 0.3 | 79.0 | 53.3 | 164.5 | 179.6 | 681.6 | 648.6 | 287.9 | 223.2 | 223.7 | 69.5 | 22.9 |
| 94 | 1995 | 10.3 | 6.5 | 37.3 | 134.9 | 355.6 | 493.4 | 702.5 | 457.3 | 280.0 | 198.3 | 182.6 | 0.1 |
| 58 | 1959 | 3.0 | 21.4 | 6.3 | 150.7 | 347.2 | 872.8 | 1155.7 | 397.3 | 405.5 | 200.4 | 151.9 | 34.0 |
| 91 | 1992 | 2.4 | 0.9 | 0.1 | 43.0 | 218.4 | 819.3 | 767.8 | 508.0 | 297.5 | 290.7 | 287.6 | 3.7 |
| 55 | 1956 | 7.9 | 11.7 | 15.1 | 151.6 | 351.3 | 755.4 | 466.8 | 319.5 | 178.4 | 353.3 | 178.2 | 9.1 |

In [50]:

y\_train.head()

Out[50]:

37 0

94 0

58 1

91 1

55 0

Name: FLOODS, dtype: int64

# Prediction Algorithms:

# 1. KNN Classifier

In [51]:

clf = neighbors.KNeighborsClassifier()

knn\_clf = clf.fit(x\_train,y\_train)

In [52]:

*#Let's predict chances of flood*

y\_predict = knn\_clf.predict(x\_test)

print('predicted chances of flood')

print(y\_predict)

predicted chances of flood

[1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 1 1 1 1 0 0 0 1 0]

In [53]:

*#Actual chances of flood*

print("actual values of floods:")

print(y\_test)

actual values of floods:

70 1

46 1

102 0

9 0

116 0

92 0

42 1

12 0

14 1

72 0

34 0

17 0

78 0

86 0

109 1

15 1

1 1

108 0

22 1

89 0

65 0

5 0

24 1

85 0

Name: FLOODS, dtype: int64

In [54]:

from sklearn.model\_selection import cross\_val\_score

In [55]:

knn\_accuracy = cross\_val\_score(knn\_clf,x\_test,y\_test,cv=3,scoring='accuracy',n\_jobs=-1)

In [56]:

knn\_accuracy.mean()

Out[56]:

0.7083333333333334

# 2. Logistic Regression

In [57]:

x\_train\_std = minmax.fit\_transform(x\_train)

x\_test\_std = minmax.transform(x\_test)

In [58]:

from sklearn.model\_selection import cross\_val\_score

from sklearn.linear\_model import LogisticRegression

lr = LogisticRegression()

lr\_clf = lr.fit(x\_train\_std,y\_train)

lr\_accuracy = cross\_val\_score(lr\_clf,x\_test\_std,y\_test,cv=3,scoring='accuracy',n\_jobs=-1)

In [59]:

lr\_accuracy.mean()

Out[59]:

0.625

In [60]:

y\_predict = lr\_clf.predict(x\_test\_std)

print('Predicted chances of flood')

print(y\_predict)

Predicted chances of flood

[1 0 0 1 0 0 1 0 1 0 0 1 0 0 1 1 1 1 1 0 0 0 1 0]

In [61]:

print('Actual chances of flood')

print(y\_test.values)

Actual chances of flood

[1 1 0 0 0 0 1 0 1 0 0 0 0 0 1 1 1 0 1 0 0 0 1 0]

In [62]:

from sklearn.metrics import accuracy\_score,recall\_score,roc\_auc\_score,confusion\_matrix

print("**\n**accuracy score: **%f**"%(accuracy\_score(y\_test,y\_predict)\*100))

print("recall score: **%f**"%(recall\_score(y\_test,y\_predict)\*100))

print("roc score: **%f**"%(roc\_auc\_score(y\_test,y\_predict)\*100))

accuracy score: 83.333333

recall score: 88.888889

roc score: 84.444444

# 3. Decision tree classification

In [63]:

from sklearn.tree import DecisionTreeClassifier

dtc\_clf = DecisionTreeClassifier()

dtc\_clf.fit(x\_train,y\_train)

dtc\_clf\_acc = cross\_val\_score(dtc\_clf,x\_train\_std,y\_train,cv=3,scoring="accuracy",n\_jobs=-1)

dtc\_clf\_acc

Out[63]:

array([0.71875 , 0.64516129, 0.61290323])

In [64]:

*#Predicted flood chances*

y\_pred = dtc\_clf.predict(x\_test)

print(y\_pred)

[1 1 0 0 0 0 1 0 1 0 0 1 1 1 1 0 0 1 1 0 1 0 1 0]

In [65]:

*#Actual flood chances*

print("actual values:")

print(y\_test.values)

actual values:

[1 1 0 0 0 0 1 0 1 0 0 0 0 0 1 1 1 0 1 0 0 0 1 0]

In [66]:

from sklearn.metrics import accuracy\_score,recall\_score,roc\_auc\_score,confusion\_matrix

print("**\n**accuracy score:**%f**"%(accuracy\_score(y\_test,y\_pred)\*100))

print("recall score:**%f**"%(recall\_score(y\_test,y\_pred)\*100))

print("roc score:**%f**"%(roc\_auc\_score(y\_test,y\_pred)\*100))

accuracy score:70.833333

recall score:77.777778

roc score:72.222222

# 4. Random Forest Classification

In [67]:

from sklearn.ensemble import RandomForestClassifier

rmf = RandomForestClassifier(max\_depth=3,random\_state=0)

rmf\_clf = rmf.fit(x\_train,y\_train)

rmf\_clf

Out[67]:

RandomForestClassifier(max\_depth=3, random\_state=0)

In [68]:

rmf\_clf\_acc = cross\_val\_score(rmf\_clf,x\_train\_std,y\_train,cv=3,scoring="accuracy",n\_jobs=-1)

*#rmf\_proba = cross\_val\_predict(rmf\_clf,x\_train\_std,y\_train,cv=3,method='predict\_proba')*

In [69]:

rmf\_clf\_acc

Out[69]:

array([0.8125 , 0.67741935, 0.87096774])

In [70]:

y\_pred = rmf\_clf.predict(x\_test)

In [71]:

from sklearn.metrics import accuracy\_score,recall\_score,roc\_auc\_score,confusion\_matrix

print("**\n**accuracy score:**%f**"%(accuracy\_score(y\_test,y\_pred)\*100))

print("recall score:**%f**"%(recall\_score(y\_test,y\_pred)\*100))

print("roc score:**%f**"%(roc\_auc\_score(y\_test,y\_pred)\*100))

accuracy score:79.166667

recall score:100.000000

roc score:83.333333

# 5. Enseble Learning

In [72]:

from sklearn.ensemble import VotingClassifier

from sklearn.ensemble import RandomForestClassifier

from sklearn.linear\_model import LogisticRegression

from sklearn.neighbors import KNeighborsClassifier

log\_clf = LogisticRegression(solver="liblinear", random\_state=42)

rnd\_clf = RandomForestClassifier(n\_estimators=10, random\_state=42)

knn\_clf = KNeighborsClassifier()

voting = VotingClassifier(

estimators=[('lr', log\_clf), ('rf', rnd\_clf), ('knn', knn\_clf)],

voting='hard')

In [73]:

voting\_clf = voting.fit(x\_train, y\_train)

In [74]:

from sklearn.metrics import accuracy\_score

for clf **in** (log\_clf, rnd\_clf, knn\_clf, voting\_clf):

clf.fit(x\_train, y\_train)

y\_pred = clf.predict(x\_test)

print(clf.\_\_class\_\_.\_\_name\_\_, accuracy\_score(y\_test, y\_pred))

LogisticRegression 0.9583333333333334

RandomForestClassifier 0.7083333333333334

KNeighborsClassifier 0.9166666666666666

VotingClassifier 0.9166666666666666

# Comparing all the prediction models

In [75]:

models = []

from sklearn.neighbors import KNeighborsClassifier

from sklearn.linear\_model import LogisticRegression

from sklearn.tree import DecisionTreeClassifier

from sklearn.svm import SVC

from sklearn.ensemble import RandomForestClassifier

from sklearn.ensemble import VotingClassifier

models.append(('KNN', KNeighborsClassifier()))

models.append(('LR', LogisticRegression()))

models.append(('DT', DecisionTreeClassifier()))

models.append(('RF', RandomForestClassifier()))

models.append(('EL', VotingClassifier(

estimators=[('lr', log\_clf), ('rf', rnd\_clf), ('knn', knn\_clf)],

voting='hard')))

names = []

scores = []

for name, model **in** models:

model.fit(x\_train, y\_train)

y\_pred = model.predict(x\_test)

scores.append(accuracy\_score(y\_test, y\_pred))

names.append(name)

tr\_split = pd.DataFrame({'Name': names, 'Score': scores})

print(tr\_split)

Name Score

0 KNN 0.916667

1 LR 0.958333

2 DT 0.750000

3 RF 0.916667

4 EL 0.916667

/opt/conda/lib/python3.7/site-packages/sklearn/linear\_model/\_logistic.py:764: ConvergenceWarning: lbfgs failed to converge (status=1):

STOP: TOTAL NO. of ITERATIONS REACHED LIMIT.

Increase the number of iterations (max\_iter) or scale the data as shown in:

https://scikit-learn.org/stable/modules/preprocessing.html

Please also refer to the documentation for alternative solver options:

https://scikit-learn.org/stable/modules/linear\_model.html#logistic-regression

extra\_warning\_msg=\_LOGISTIC\_SOLVER\_CONVERGENCE\_MSG)

In [76]:

import seaborn as sns

axis = sns.barplot(x = 'Name', y = 'Score', data =tr\_split )

axis.set(xlabel='Classifier', ylabel='Accuracy')

for p **in** axis.patches:

height = p.get\_height()

axis.text(p.get\_x() + p.get\_width()/2, height + 0.005, '**{:1.4f}**'.format(height), ha="center")

plt.show()

![](data:image/png;base64,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)